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ABSTRACT

Carbon dioxide (COy) and its potential for freezing can be a limiting factor in gas plant design
and operation. Feed CO; levels can dramatically affect project economics and risk as it may dictate the
type of recovery process utilized, the maximum achievable NGL recovery, and/or the amount of amine
treating required. The usual approach for avoiding CO, freezing conditions uses thermodynamics to
make predictions of freezing temperatures at key locations within a given processing scheme. A
minimum temperature safety margin is then employed to ensure that CO, freezing conditions are
avoided.

We have found that unreliable CO, freezing temperature predictions are being made by several
of the commercia process simulators typically used by gas processors. This sparked the literature
review presented here. In general, we found the existing experimental data were adequate and that
thermodynamic models, both equation of state and activity coefficient based, can be used to make
accurate predictions of CO, freezing temperatures. However, previous work has not adequately
addressed how to properly apply these models within a process ssimulation. Improper formulation of
the CO; freezing calculations was the cause of the unreliable predictions made by the commercial
process simulators.

In this paper, we will show how to properly formulate the thermodynamic calculations used to
predict CO, solids formation. Procedures for heat exchangers, expanders and columns will be
discussed. Common pitfalls (convergence to spurious roots, convergence to physically meaningful but
useless solutions, nontconvergence of numerical algorithms, improper formulation of temperature
safety margins, etc.) can be avoided by using these procedures.



PITFALLSOF CO,FREEZING PREDICTION

BACKGROUND

River City Engineering was recently contracted to provide process engineering services during
the revamp of an existing gas plant to recover additional ethane. For this particular revamp, the overall
project economics were extremely sensitive to achievable ethane recovery levels. Moreover, the
potential addition of inlet gas amine treating to remove CO, would have seriously jeopardized the
entire project’s viability. Thus our goal was to achieve high ethane recovery despite possible
constraints posed by CO; freezing in the process equipment.

The gas processed at the facility in question is a lean gas with a fairly high CO,/ethane ratio.
The subcooled reflux process considered for the plant is shown in Figure 1. This processis well known
and widely utilized throughout the gas processing industry for economically recovering ethane from a
wide range of gas compositions. Figure 1 also indicates the typical locations where, depending upon
gas composition CO, content, and operating conditions, CO- freezing may occur. Generally, these
locations are checked by a design engineer for an approach to CO, freezing using built-in process
simulator utilities and data published in the GPSA Engineering Data Book [1] as well as other sources.
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Figure 1 — Ethane Recovery Process Flow Scheme

When the initial revamp design simulation was checked for CO, freezing, it was unclear
whether our base process simulation package was providing accurate predictions for conditions in the
overhead section of the demethanizer tower (Table I). When other process simulation packages were
used to provide a comparison, a lack of prediction consistency was observed. Notice the discrepancies
between the prediction of the three process simulators as well as to the data commonly referred to in



the GPSA Engineering Data Book, Figure 13-64 [1]. Suspect results were noted for vapor streams in
dternate, off-design simulation cases aswell (Tablel).

Table I: Liquid and Vapor CO, Freeze Comparison

Components (mole%o) Tray 1 Tray 2 Tray 3 Off-Design
Liquid Liquid Liquid V apor
N2 0.38 0.31 0.29 1.42
CO» 3.44 5.49 6.82 1.13
Methane 90.35 85.64 80.29 96.38
Ethane 5.03 7.65 11.54 1.03
Propane 0.69 0.79 0.92 0.04
C4+ 0.11 0.12 0.14 Trace
Simulated Temperature -152.5°F | -149.2°F | -1454°F -137.3°F
Freeze PredictionSimulator A -1335°F | -1234°F | -123.8°F -190.3°F
Freeze Prediction-Simulator B | -158.3°F | -121.0°F | -120.9°F -190.2°F
Freeze PredictionSimulator C -159.3°F | -1234°F | -123.8°F -190.3°F
GPSA: Figure 13-64 -157°F -142°F -134°F -155°F

These discrepancies led us to examine a ssimpler case; freeze point prediction for the methane-
CO; hinary system. These predictions can be directly compared with experimental data in GPA
Research Report RR-10 [2]. The results for the liquid-solid equilibrium (LSE) comparison are shown
in Table Il and graphically in Figure 2.

Table I1: Methane-CO, Binary Freezing Comparison (L SE)

Temperature (°F)

Mole Mole

Fraction | Fraction | GPA Simulator | Simulator | Simulator
Methane CO; RR-10 A B C
0.9984 0.0016 | -226.3 -196.3 -239.2 -236.4
0.9975 0.0025 | -216.3 -186.9 -229.3 -227.0
0.9963 0.0037 | -208.7 -178.8 -220.1 -218.1
0.9942 0.0058 | -199.5 -169.0 -208.8 -207.1
0.9907 0.0093 | -189.0 -158.1 -195.9 -158.0
0.9817 0.0183 | -168.0 -140.0 -175.5 -140.0
0.9706 0.0294 | -153.9 -127.3 -159.9 -160.9
0.9415 0.0585 | -131.8 -108.1 -135.1 -108.1
0.8992 0.1008 | -119.0 -92.9 -90.8 -92.9
0.8461 0.1539 | -105.2 -88.1 -82.1 -88.0
0.7950 0.2050 -97.4 -99.4 -83.6 -994
Maximum Absolute Deviation 31 28 31
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Figure 2 — Comparison of Liquid Phase Methane-CO, Freezing Predictions



It is clearly evident that the three process simulators are not reliably matching experimental
LSE data for even this simple system. The results were unexpectedly poor. Our need for dependable
liquid-solid and vapor-solid prediction sparked the review of existing experimental data, a review of
the thermodynamics of solid formation, and the development of the calculation procedures presented in
this paper.

LITERATURE REVIEW

There are actually two modes for formation of solid CO, in gas processing systems. In one, the
CO;, content of a liquid can exceed its solubility limit, in which case carbon dioxide precipitates or
crystallizes from the liquid solution. In the other, the CO, content of a vapor can exceed the solubility
limit, in which case solid CO, is formed by desublimation or frosting.

Liquid-Solid Systems

The GPA Research Report RR-10 [2] and Knapp et. al. [3] are good sources for finding many
of the original papers containing experimental data for liquid-solid systems. We were able to obtain the
origina source papers for most of the data sets, which allowed for critical evaluation. Sources that only
contained graphical information were rejected from further consideration because of the limited
accuracy of interpolation. We also judged the degree of care used in the experimental methods and
traced the sometimes twisted lineage of the data sets to ensure all of the data were independently
determined.

We decided to only include the data presented in GPA RR-10 for the regressions discussed
later. The data reported in GPA RR-10 are actually a compilation from several sources [4-7]. These
data are of high quality. The measurements are based on three phase experiments (vapor-liquid-solid),
so the pressure at which the data were collected was recorded. In general, data sets from other sources
did not record system pressure. System pressure is needed to correlate the data when using the
equation of state approach, as discussed later.

Figure 3 is a plot of experimental data for the solubility of CO, in methane. Also shown are
experimenta data from sources outside [3, 8-10] of those given in GPA RR-10. There is some scatter
in the data around -150°F, which is the region of interest for the distillation problem at hand.
Unfortunately, we have not been able to devise a meaningful thermodynamic consistency test, smilar
to those used to examine VLE data, to justify throwing away certain data sets or specific data points.

Experimental data for the ethane-CO, binary system [8,11,12], propane-CO- binary system
[8,11], methane-ethane-CO; ternary system [11], nmethane-propane-CO, ternary system [13], ethane-
propane-CO, ternary system [13], and the methane-ethane-propane-CO, quaternary system [13] are
available. Many of these data sets were collected by Dr. Fred Kurata and his graduate students at the
University of Kansas. The scatter in the data for these systems was lower than that shown in Figure 3
since there are fewer independent sets.

Vapor-Solid Systems

The experimental data for frosting of CO, are meager. The Pikaar [14] data set for the CO»-
methane binary is frequently displayed in the literature, for example in Figure 25-6 of the GPSA
Engineering Data Book [1], but unfortunately the data were never published outside of Pikaar's
dissertation. We could not critically review this work since we have not been able to obtain a copy of
his dissertation. No other relevant experimental data sets were found.
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Figure 3 - Solubility of CO; in Liquid Methane

THERMODYNAMICS OF SOLID FORMATION

Most of the experimental data were collected in the 1950's-1970's. Computer software and
thermodynamic models have advanced since that time. Much of the thermodynamic analysis in the
papers containing the original experimental data is dated. This section briefly reviews some modern
approaches to correlating the data.

Liquid-Solid Equilibria (L SE)
The starting point in deriving any phase equilibrium relationship is equating partial fugacities
for each component in each phase. Only one meaningful equation results if one makes the normal

assumption of a pure CO, solid phase. Then one has to decide whether to use an activity coefficient or
an equation of state approach.

The following equation holds at equilibrium when using an activity coefficient model:
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where g,  =Activity coefficient for CO; in the liquid phase, dimensionless
Xco, = Molefraction of CO; intheliquid phase, dimensionless



SLT,, = Entropy of liquid CO- at the triple point, 27.76 cal/(gmol K) [15]
SSTp = Entropy of solid CO, at the triple point, 18.10 cal/(gmol K) [15]

R = Gas constant, 1.9872 cal/(gmol K)
T,, = Triple point temperature for CO;, 216.55 K [15]
T = Temperature, K

a., b. =Liquid CO, hest capacity = a +b. T = 3.0447+0.0714T, T in K, ¢, in cal/(gmol K) [16]
as, bs = Solid CO; hest capacity = as+ bsT = 5.0745+0.0379T, T in K, ¢, in cal/(gmol K) [16]

One interesting feature of Eq. 1 isthat the right hand side is independent of composition, so the
product gco, Xco, IS Constant a any given temperature. At -150°F (172 K), gco X, = 0.3036.

Assuming X, = 0.05, then g, = 6.07, which indicates a fairly high level of liquid phase non

ideality in the region of interest.

We chose the NRTL equation [17] to model the activity coefficient since it is applicable to
multi-component mixtures and is capable of handling the expected level of non-idedlity. The binary
interaction parameters between methane and CO, were regressed using the GPA RR-10 data in Figure
3. The resulting fit, also shown in Figure 3, gives good agreement over the entire range. The absolute
value of the maximum deviation from the GPA RR-10 data was 2.6°F, a much closer fit than any of
the simulator predictions shown previously in Table II/Figure 2. The absolute value of the maximum
deviation from the additional data sets shown in Figure 3 was 9.4°F, reflective of the higher degree of
scatter.

We have regressed NRTL parameters to predict CO, freezing of liquid mixtures containing
methane, ethane and propane. Norntkey interaction parameters (e.g. methane/ethane binary) were set by
converting Wilson parameters from VLE regressions given in Im [16] into an NRTL format by
equating the two models at infinite dilution. The resulting fits are comparable to that shown in Figure
3.

These four components (CO,, methane, ethane, propane) are responsible for over 99% of the
species present in the original demethanizer problem summarized earlier in Table |. The remaining
species were mapped into either methane or propane according to boiling point. The error caused by
this approximation should be quite small, but it does point to some of the limitations of the activity
model approach: 1) limited accuracy of predictive modes for generating key interaction parameters
through UNIFAC or similar means, 2) difficulties in handling supercritical components via Henry’s
law, and 3) the need to generate a large number of nonkey interaction parameters.

Switching to an equation of state model, the following equation holds at equilibrium:

Xeo 60,P = Pomsaid € o @)
where x., = Molefraction of CO; in liquid phase, dimensionless
fACLOZ = Liquid phase partial fugacity coefficient for CO,, dimensionless
P = System Pressure, kPa
PCSS:SO” 4= Vapor pressure of solid CO; at system temperature, kPa

fo, = Fugacity of pure CO, vapor a Psgsyq. dimensionless
Veo,soia = Molar volume of solid CO, cr/gmol



R = Gas constant, 8314 (kPa cnt)/(gmol K)
T = Temperature, K

The vapor pressure and molar volume of solid CO, were regressed from the data in [15]. Any
equation of state could be used to calculate the required fugacities. We chose a standard form of the
Peng-Robinson equation [18,19] since it is widely used to model natural gas processing systems.
Binary interaction parameters for all of the non-key pairs were set to their values derived from VLE
regressions. VLE based interaction parameters can also be used with CO» pairs, resulting in surprising
accuracy. We have found, though, dightly better performance when the interaction parameters for the
CO;, pairs are regressed from experimental data.

Figure 3 compares the fitted Peng-Robinson (PR) model predictions for the CO.-methane
binary system with the experimental data and the NRTL model predictions. The Peng-Robinson model
has accuracy comparable to that of the NRTL model in the -150°F region, but the accuracy falls off in
other areas. The CO,-methane binary interaction parameter only had to be changed by ~13% from the
value used for VLE calculations. Frankly, we were quite surprised by the ability of the Peng-Robinson
equation of state to accurately model this system given the high degree of non-idedlity.

While the equation of state approach has the advantage of providing a consistent theoretical
framework that is more easily extended to new situations, the details of the numerical procedures
required are more complex. For example, when the Peng-Robinson cubic equation of state is used, one
needs to find roots of:

z° - (1- B)z® +(A- 3B2- 2B)z- (AB- B?- B% =0 )

where z is the unknown compressibility, and A and B are real constants that are constructed from the
mixing rules. The resulting compressibility is then inserted into the appropriate fugacity equation and
then Eq. 2 is root solved to find the conditions (T, P, and composition) where solid CO, begins to
form.

There are up to three real roots for Eq. 3. One is tempted to solve Eq. 3 analytically using
Cardan’s rule. However, Cardan’s rule can produce meaningless results since it is sensitive to round-
off errors under certain conditions [20]. Press et. a. [21] discuss numerical methods to find the roots of
polynomials. We have found that eigenvalue based methods work well and accurately provide all three
roots, whether real or complex.

It is important to initialize the root finding calculation for Eq. 2 with a reasonably good guess.
Eqg. 3 may only have one real root and if the initial guess is far off target, the resulting compressibility
might correspond to that of a vapor rather than a liquid phase, in which case the root finding
calculation will converge to a meaningless answer. Unfortunately empirical root discrimination
methods for VLE flashes, such as the method by Poling [22], do not aways work well with the liquid-
solid and vapor-solid flashes considered here. We have found the best way to avoid this pitfall isto use
a conservative numerical root solving method, such as false position, in which the root is aways
bracketed and to initialize the calculation with the result of a converged solution to the NRTL
formulation.



Vapor-Solid Equilibria (VSE)
Equation of state models are best used for this type of system since they readily provide the
required terms. The relevant equilibrium relationships are:

A~ Vcozsolid Sat
\Y _ Sat Sat (P- PCOZSoIid)
yCOZf CO, P - PCOZSOIidf COze o (4)

TET, (5)

where y., = Molefraction of CO; in vapor phase, dimensionless

ng’oz = Vapor phase partial fugacity coefficient for CO,, dimensionless
P = System Pressure, kPa
Pcsgismid: Vapor pressure of solid CO; at system temperature, kPa

f e, = Fugacity of pure CO; vapor at Psgs,iq, dimensionless
Vo, s = Molar volume of solid CO», cm?/gmol

R = Gas constant, 8314 (kPa cnt)/(gmol K)
T = Temperature, K
T = Triple point temperature for CO,, 216.55 K [15]

Tp

Eq. 4 is derived from equating partial fugacities, Eq. 5 merely states the solid must be stable if
formed. Quite often thermodynamic textbooks forget to mention Eg. 5. We have found several cases
where solids were predicted from Eq. 4 but the temperature was too high for a stable solid.

As in the liquid-solid case, any equation of state can be used to evauate the fugacities. We
again chose a standard version of the Peng-Robinson equation. This time, due to the lack of data, the
binary interaction parameters were defaulted to the values used for VLE calculations. Figure 4 shows
the predictions agree quite well with the experimental methane-CO; binary data derived from Pikaar
[14]. Further improvement by regressing the data was not pursued since the experimental values would
have to be interpolated from a second generation graph rather than the original data.

The numerical methods used to solve Eq. 4 for the conditions (T, P, composition) at which
frosting occurs are basically the same as those used to solve the L SE relation given in Eq. 2. To avoid
the pitfall of an improperly evaluated fugacity, we again recommend using a conservative root finding
method, such as false position, but this time the calculation can be initialized with the result of a
converged solution to Eg. 4 under the assumption of ideality (i.e. the fugacities and exponential
Poynting factor terms of EQ. 4 are set to unity).
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Figure 4 - Frost Point Isotherms for Methanet+CO, System
CALCULATION PROCEDURES

The usual approach for avoiding CO, freezing conditions uses thermodynamics to make
predictions of freezing temperatures at key locations within a given processing scheme. A minimum
temperature safety margin is then employed to ensure that CO, freezing conditions are avoided by
alowing for adequate operating flexibility and to account for the uncertainty in the freeze point
prediction. We define the temperature safety margin as the temperature difference between the
operating temperature and the temperature at which freezing would occur at that phase composition
and system pressure. The mechanism for freezing can either be crystallization from aliquid or frosting
from a vapor depending upon the type of unit operation. Since understanding the mechanism for
freezing is useful information, it is good practice to report whether crystalization or frosting is the
limiting factor.

Notice that our definition of the temperature safety margin depends on the phase composition
being constant. The CO, freeze utility in at least one commercial process ssmulator is provided in the
form of a genera purpose stream checker. The problem here is that the utility will perform VLE flash
calculations while searching for the nearest freeze point, which changes the phase composition if one
happens to be in or near a two phase (i.e. vapor + liquid) region. This not only confuses the issue on
how to define the temperature safety margin, but as we will see, introduces the possibility of multiple
freeze points and is the source of much of the inconsistent results for that particular simulator.

The next few subsections details how to tailor the thermodynamic calculations to the
characteristics of specific unit operations. Our analysis uses thermodynamics with the bulk fluid



properties to predict CO, freezing. There are several limitations inherent to this approach. For instance,
temperature profiles that occur in the boundary layer when fluids pass over heat exchange surfaces are
ignored. It is possible that freezing could occur in the boundary layer but not in the bulk fluid. A
second limitation is that thermodynamics does not address the kinetics of nucleation and growth for
solid CO,. It may be possble to operate equipment in regimes where CO, freezing is
thermodynamically possible, but kinetics inhibit CO, freezing. As athird class of example limitations,
the actua conditions within a unit operation may not be accurately described by equilibrium
thermodynamics. Two cases, one for expanders and one for columns, are discussed later. A more
detailed analysis, beyond the scope of this paper, is required if these issues are of concern.

Exchangers

All exchangers, whether a plate-fin or other type of construction, have at |east one hot side pass
and one cold side pass. To smplify the discussion, we illustrate a CO; freezing calculation for a fluid
being cooled in the hot side of an exchanger. A cold side analysis follows by analogy.

If the hot side feed is a vapor that does not condense inside the exchanger, then one only has to
do a VSE calculation to check the outlet vapor for freezing. Likewise, if the hot side feed is a liquid,
then one only has to do a L SE calculation to check the outlet liquid for freezing. The situation becomes
more complicated if the hot side feed condenses within the exchanger. In this case, one has to step
through the temperature/composition path of the condensing fluid, performing a LSE freezing
calculation at each increment.

To see why thisis so, consider the hypothetical example shown in Figure 5. The hot feed enters
as a saturated vapor (Point A). As it cools, the heavier components preferentially condense, creating a
varying liquid phase composition along the exchanger pass. Since CO, is heavier than methane, it
tends to concentrate in the liquid phase and it is possible to reach a point at which the liquid solubility
is exceeded and the CO» could freeze and potentially plug the exchanger, shown as Point B in Figure 5.
Forget for a moment that the CO, could freeze and continue cooling the stream. Eventually enough
methane will condense and the CO; solubility in the liquid will increase to the point where all of the
CO- can be held n the liquid phase again without freezing, shown as Point C in Figure 5. If one
continues to cool this stream, the vapor phase will completely condense (Point D). Further cooling will
eventually cause the liquid solubility to be exceeded again (Point E), where CO, could freeze again.

This example shows that multiple freeze points can occur inside an exchanger pass when the
process fluid is undergoing a vapor-liquid phase change. In this particular case, just looking at the
outlet conditions would lead to the correct conclusion of a freezing problem. However, if the example
was modified so that hot side outlet occurred between Points C and E, one would miss the potentia
freezing problem by looking only at the outlet condition. This pitfall is avoided by the incremental
method discussed here.

The example in Figure 5 also explains the inconsistent results from the commercial process
simulator that provides CO, freeze predictions with a genera purpose checker. This simulator does
VLE flash calculations on the entire stream while searching for the nearest freeze point. In this case, al
three freeze points (Points B, C and E of Figure 5) are thermodynamically valid predictions for the
CO,, freezing temperature. The solution given by this smulator depends upon the internal details of the
initial guess and root finding method used by the simulator. As discussed earlier, this pitfall can be
avoided by using freeze prediction routines that are customized to a specific unit operation and do not
conduct VLE flash calculations while searching for a freeze point.
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Expanders

The procedures for prediction of CO, freeze points within expanders are similar to those used
for exchangers. If there is no phase change within the expander, then one can just do a V SE calculation
at the outlet conditions to check for freezing. If condensing occurs within the expander, then an
incremental pressure analysis can be performed, checking for freezing with an LSE calculation at each
point where liquid exists.

Caveat: In actual operation when liquid condensation is expected, expanders do not
(internally) obey equilibrium thermodynamics. Velocities can sometimes be quite high. There may not
be sufficient residence time to truly establish vapor-liquid equilibrium at any given point other than at
the outlet. Solid CO-, formation may also be kinetically limited under these conditions. A more detailed
analysis and consultation with the expander vendors should be pursued if thisissue is of concern.

Columns

The methodology for CO; freezing prediction within columns remains the same as that for any
other equipment handling mixed liquid and vapor phases. The evaluation of the approach to CO;
freezing requires careful analysis and depends upon the type of column under consideration (i.e.
packed versus trayed).



General Simulation I ssues

A quick review of column simulation is in order before discussing the more specific CO-
freezing issues. Column operations in the general process smulation packages are tailored specifically
to performing stage-wise material and energy balance calculations. These calculations are based upon
theoretical column stages. Usually, the design engineer applies a tray efficiency to the actual number
of trays to determine the number of theoretica simulation stages for a new or existing column. The
actual tray efficiency of a column in operation can be impacted by a number of design, operational,
and/or mechanical factors. A similar analogy (via packing HETP) may be applied to packed columns
although they are not inherently stage-wise since the vapor and liquid phases are in continuous contact
with each other as they proceed upwards and downwards, respectively, through the packing.

Sensitivity studies characterizing column performance (i.e. temperature, component loadings,
etc.) versus varying plant operating parameters (e.g. number of theoretical smulation trays, off-design
flow/pressure/temperature/composition, etc.) are of paramount importance. This is especialy true
considering that CO- freezing (and approach to freezing) calculations are pressure, temperature, and
composition dependent. These sensitivity studies can be used to explore and evauate the widest
operating regions to identify the most critical point(s) of concern.

Caveat: Column operations in most process simulators will alow the user to specify tray
efficiencies so that an actual number of trays can be smulated. The simulators also allow the user to
specify efficiencies for specific components for a particular column. The use of tray or component
efficiencies in the column smulation can sometimes result in 1) non-equilibrium conditions (non-dew
point tray vapors/nonbubble point tray liquids) or 2) dew point tray vapor/bubble point tray liquid
streams where the individual, calculated phase temperatures do not match their respective stage
temperatures. Since this introduces error, use of either of these efficiencies is not recommended when
analyzing column CO, freezing. Simulation of theoretical trays is highly recommended for the
prediction methods introduced here.

Tray Liquid Prediction

Liquid phase CO, freezing calculation procedures are the same for either packed or trayed
columns. For each stage in the column, the temperature safety margin is calculated by comparing the
stage temperature to the CO, freezing temperature predicted by an LSE calculation using either Eq. 1
or 2.

Tray Vapor Prediction

Vapor phase CO; freezing calculation procedures differ dlightly depending upon whether a
packed or a trayed column is being considered. For each stage in a packed column, the temperature
safety margin is calculated by comparing the stage temperature to the CO, freezing temperature
predicted by a VSE calculation using Eq. 4 and 5.

Vapor phase freezing in a packed column may be mitigated by washing of the solid CO; with
the downflowing liquid. Determining the ultimate fate for this solid CO,, once formed, is beyond the
scope of this paper. The methods of this paper only show how to avoid situations in which solid will
form in the first place.

The procedure for a trayed column follows in an analogous manner, however, the temperature
safety margin for each stage is calculated by comparing the temperature of the tray above with the CO,
freezing temperature predicted by a VSE calculation. Recall, that while the vapor is in equilibrium
with its tray liquid, the vapor will contact the colder tray above. Any cooling of the vapor past its
vapor-solid equilibrium point may result in desublimation of solid CO, onto the cold underside surface
of the tray above. Weeping, frothing, entrainment, etc. may wash the solid CO; off of the bottom of the



tray above, but again analysis of the ultimate fate of the CO, and evaluating the potential for plugging
in this situation is beyord the scope of this paper.

THE PROBLEM AT HAND

Our original column problem is a good example of how CO, concentration peaks can occur
within a gas plant demethanizer under the right circumstances. As seen in Figure 6, particularly for the
liquid phase, there is a concentration peak within the column due to carbon dioxide' s relative volatility
(to methane and ethane). This behavior is attributable to processing a unique gas composition at
moderate ethane recovery levels. Note that steep changes in tray liquid CO, concentration are observed
with modest changes in tray temperatures.

Having constructed the proper criterion and thermodynamic calculations for CO, freezing, we
applied our prediction method to the ssimulation of this column. Our predicted freeze temperatures, as
seen in Figures 6 and 7, indicated a severe problem with the proposed design. We acknowledge that
the CO, freeze results from three process simulators, presented previoudy in Table |, qualitatively
provide the same conclusion. However, for this particular case, it was necessary to change the process
scheme and lower ethane recovery level in order to maintain reasonable CO, freezing margins.
Reliance on the process simulators unreliable predictive capability was totally unacceptable. Achieving
the highest ethane recovery without freezing was critical to the project’s viability.
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Figure 7 - CO; Freeze Predictions, Overhead Section of Demethanizer

The following are results of our VSE analysis for the off-design vapor stream previously shown

in Tablel:

Table l1l: Vapor CO, Freeze Comparison

Freeze Prediction-Simulator A -190.3°F
Freeze PredictionSimulator B | -190.2°F
Freeze Prediction-Simulator C -190.3°F
GPSA: Figure 13-64 -155°F

ThisWork -146.5°F

The lack of criticaly reviewed experimental vapor-solid data makes it difficult to judge which
prediction is best. The predictions made by GPSA Figure 13-64 and by the methods of this paper
qualitatively agree, while the predictions made by simulator A, B and C appear to be major outliers.




EXTENDING THE MODEL

To help verify our freezing predictions, we back-checked them against actual data from various
operating plants. From these operating data, we have built smulation nodels for several different
plants which have operated very near (or unfortunately at) their known CO, freezing points. These
plants operate with widely varying gas richness and have ethane recovery levels in the range of 70-
98%. The results of the comparison are shown in Table V. The predicted freeze temperatures agree
quite well with the observed plant freeze temperatures for al four facilities.

Table 1V: Comparison of Actual Plant Freezing versus This Work

Observed Plant Predicted Freeze Limiting
Freeze Temperature Absolute | Freezing
Plant # Temperature* (this work) D Criteria
1 -150.2°F -145.7°F 4.5°F LSE
2 -142.2°F -141.0°F 1.2°F VSE
3 -137.5°F -137.1°F 04°F VSE
4 -117.0°F -116.2°F 0.8°F LSE
* Simulated values reported
CONCLUSIONS

Unreliable predictions for the temperature of CO, freezing are being made by several of the
commercial process simulators typicaly used by gas processors. Our need for dependable prediction
sparked the review of existing experimental data, a review of the thermodynamics of solid formation,
and the development of the calculation procedures presented in this paper.

Our thermodynamic models are capable of predicting the liquid-solid CO- freezing point for
the methane-CO2 binary data in GPA RR-10 [2] to within £ 2.6 °F, but the uncertainty increases to
9.4 °F when considering data from additional sources. The accuracy of our modelsis far better than the
accuracy of the commercial process simulators tested.

For the column problem presented here, it should be noted that Figure 13-64 of the GPSA
Engineering Data Book [1] provides adequate liquid-solid CO; freezing prediction for the system in
question. Tray liquid compositions closely approximate a methane-CO- binary system. Each are amost
entirely comprised of methane, a small amount of ethane, and CO,. Of course, this figure is built upon
the underlying binary methane-CO2 freeze data which it represents. Its accuracy for other liquid
systems with higher levels of non methane and nonCO, components is expected to diminish.

The vapor-solid CO; freezing predictions made by GPSA Figure 13-64 and by the methods of
this paper qualitatively agree. However, the lack of critically reviewed experimental vapor-solid data
makes it difficult to judge which prediction is best. The accuracy of either appears far better than the
accuracy of the commercia process smulators tested.

We have aso presented procedures for analyzing CO, freezing in severa common unit
operations. Common pitfalls are avoided by carefully defining the temperature safety margin and by
tailoring the thermodynamic calculations to the needs of the specific unit operation. We have
incorporated these procedures into customized add-in extensions for commercial process simulators.
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